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2. The bandit can react 
to the player's strategy 
by choosing a location.1. The possible locations 

depend on the attitude 
parameter.
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The optimum switches
between arms. In the 
limit, the arm with
highest variance is

chosen. 
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UCB1's empirical 
frequencies do not 

converge to the 
optimum.
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True parameter is 
learned very quickly.

The mixed strategy 
converges to the optimal 

strategy.
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